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ABSTRACT 
Opinion reviews are a valuable source of 

information in e-commerce. Indeed, it benefits users 

in buying decisions and businesses to enhance their 

quality. However, various greedy organizations 

employ spammers to post biased spam reviews to 

gain an advantage or to degrade the reputation of a 

competitor. This results in the explosive growth of 

opinion spamming. Due to its nature and their 

increasing volume, fake reviews are a fast-growing 

serious issue on the internet. Until now, researchers 

have developed many Machine Learning (ML) 

based methods to identify opinion fake reviews. 

However, the traditional ML methods cannot 

effectively detect spam messages due to the limited 

feature representations and the data manipulations 

done by spammers to escape from the detection 

mechanism. As an alternative to ML-based 

detection, in this thesis, we proposed a Deep 

Learning (DL) based framework called Self 

Attention-based Bi-LSTM model to learn document 

level representation for identifying the fake reviews. 

Our approach computes the weightage of each word 

present in the sentence and identifies the spamming 

clues exists in the document with an attention 

mechanism. Then the models learns sentence 

representation by using Bi-directional LSTM (Bi-

LSTM) as document feature vectors and identify the 

fake reviews with contextual information. The 

evaluated experiment results are compared with its 

variants and the result shows that proposed model 

outperforms other variants in terms of classification 

accuracy. 

Index Terms— Fake Review Detection, Opcode, 

N-gram, Machine Learning, Fake Review Analysis, 

Random Forest, KNN, SVM, LSTM. 

 

 

I. INTRODUCTION 
People don’t need to go outside to buy 

necessary things now. Thanks to online shops and 

delivery websites. Every product like foods, clothes, 

electronics and others can be purchased and 

delivered to customer’s home-place through these e-

commerce sites. Sales of online products hugely 

depend on other’s opinion that already have 

purchased the product and used it. To gain some 

knowledge about a product, it is one of the best 

ways to watch the review section and see opinions 

and comments given by other users. Thus, review 

section has a great impact in decision making [1]. 

This factor also provides the opportunity to some 

groups of dishonest businessmen or companies to 

manipulate public opinion about their products. 

They intentionally post fake reviews for promotion 

of their products. Also, there are some cases where 

some companies are attacked by their competitors. 

So, researches are growing interest for fake review 

detection. Various models proposed to detect fake 

online reviews. Machine learning approaches to 

detect fake online reviews include: supervised 

classification models, semi supervised classification 

models and unsupervised clustering based models. 

Various features have been proposed by the 

researchers to create a better classification system. 

These features can be categorized into review-

content based features, metadata based features, 

graph connectivity based features and user 

characteristics based features [2]. As fake user can 

always change their identity, content based features 

are most popularly used to detect deceptive online 

reviews. These features include word frequency 

count, n-grams, term frequency and inverse 

document frequency (TF-IDF), Parts-Of-Speech tag, 

noun to verb ratio and others [2]. Sentiment score as 

a feature is also used by many researchers. Fakes 

reviews are posted either to promote the products or 

demote it. Hence the probabilistic sentiment score is 

always much higher or lower when the review is 

deceptive.  

The requirements for a more advanced 

online shopping system are increasing day by day. 

Many people prefer online shopping system now. 

Because online shopping system is an easier and 
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better way of shopping. That's why the authorized 

companies offer many types of discounts for 

growing business in an online platform [3]. Also, 

they allowed to giving customer feedback on their 

platform of products & services. People can post his 

opinion about products and its services on e-

commerce sites with freedom [4]. Sharing a 

particular judgment about an appropriate product or 

its services based on their own experience is 

considered to be as reviews [5].  

Reviews are divided into two types: 

(i) Authentic reviews which are given by 

customer or buyer based on his personal opinion, 

and (ii) Reviews brought by the companies for 

promotion purposes [6]. These reviews are usually 

counted as fakes reviews [7]. Another problem in an 

opinion sharing websites is that spammers can 

quickly generate hype of the appropriate goods of 

spam reviews. Spam reviews play an important role 

in raising the value of goods or services [8]. A new 

person affected most of the time because when new 

people come on this online platform for shopping at 

first, he needs a judgment which good or bad 

product and helps to get the decision to see these 

product reviews [9]. For example, if a consumer 

wants to buy any products from the online, usually 

they go to the comment section and know about 

other buyer’s feedback on this product. If the 

reviews are positive mostly, then the users are 

interested to purchase a product, otherwise they 

would become de-motivated to get that particular 

product [10]. That’s why the customer gets confused 

about choosing his targeted product after watching 

these reviews and he thinking whether it will be real 

or fake at all. 

Spamming not only causes for harmful 

activity but also it is using for promoting a website, 

especially for an e-commerce website. For 

increasing product rating and attracting the 

customer, spammers are hired for giving fake 

reviews of products. Identifying, removing or 

avoiding these kinds of spam opinion, host or 

authority has spent their valuable time and energy. 

Therefore, classifying the harmful reviews 

automatically becomes an urgent matter for the 

consumers as well as for the companies. Addressing 

this problem, many researchers already worked on 

online reviews spamming. They already proposed 

various techniques for preventing spam in public 

opinion. In this paper we have introduced an 

efficient technique based on some traditional 

machine learning algorithms for improving the 

accuracy of detecting spam in online reviews. Here, 

we prefer sentiment analyzing technique for filtering 

customer’s opinions and their intention. 

 

Deceptive or fake review detection has 

found its attention from the very beginning of this 

century. Jindal et al. [11] introduced fake review 

detection as a classification problem in 2008. They 

categorized fake reviews into deceptive and 

destructive reviews. They described some features 

to classify deceptive reviews. Following, Ott et al. 

[12] in 2011 generated a gold standard dataset for 

fake online detection and they used n-gram features 

for classification. They updated their dataset in 2013 

and added more fake reviews with negative 

sentiment. With more data with positive and 

negative sentiment, the previous n-gram model’s 

result was decreased in accuracy. Later sentiment 

score as a feature was used by many researchers. 

Fontanarava et al. [13] analyzed different features 

for fake review classification with supervised 

learning. They have categorized these features into 

two categories.  

These are –  

• review centric category  

• Reviewer centric category.   

 

II. LITERATURE REVIEW 
Spam reviews are fictitious comments that 

are either machine-generated or user-generated. 

Both spams are challenging to identify. In recent 

years, with the increasing use of e-commerce online, 

there have been chances of fraudulent comments 

that play an essential role in defaming or uplifting a 

business. Due to the intense competition between 

organizations, it has become more sophisticated, and 

thus, many of them use the wrong approach to 

receive potential profit. Reviews on a product play a 

part in consumer decisions and build confidence in 

that particular product. However, they cannot be 

sure about the fallacy of these reviews. Spams can 

either be deceptive or destructive. Destructive spams 

are easier to identify by a typical customer since 

they are non-review and contain unrelated ads and 

messages unrelated to the product. The latter, 

however, may contain sentimental reviews that may 

be positive or negative and, thus, problematic. The 

existence of such reviews is crucial for the customer 

and the business. This concept, in other words, is 

also called ―Opinion Mining.‖ It is a technique in 

Natural Language Processing to figure out the 

public’s mood regarding a specific product, service, 

or company. However, considering the 

deceptiveness of these reviews, these fake reviews 

are being used to promote a business or spread 

rumors and harm the reputation of competing 

businesses. Since the purchase decision is firmly 

motivated by the reviews or ratings, a study shows 

that work has been concluded in detecting these 

fraudulent reviews, but spammers’ demeanor is 
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constantly developing. Spammers have been 

discreetly designing these fake reviews to 

camouflage their malevolent intentions. Many 

businesses appoint professionals to write 

inappropriate positive and negative reviews for 

financial gains. These are fabricated reviews that are 

intentionally written to seem authentic. Deceptive 

spam review is harmful to the repute of any product 

as it misleads the customer to make decisions.  

 

Somayeh et al. [66] came up with a lexical 

and syntactical feature technique using machine 

learning classifiers to detect spam or ham. The 

features include n-gram, Part of speech (POS) 

tagging, and LIWC (Linguistic Inquiry and Word 

Count). They took deceptive reviews 

from Kaggle.com and truthful reviews 

from TripAdvisor.com. Their results showed 81% 

accuracy with Naïve Bayes (NB) classification 

algorithm and 70% with Sequential Minimal 

Optimization (SMO) using lexical features. 

Moreover, using syntactic features gave 76% and 

69% accuracy using the same classifiers. At the 

same time, their combination gave 84% and 74% 

with NB and SMO. However, the results did not 

exceed 85%—furthermore;  

 

Rajamohana et al. [67] proposed a 

methodology for detecting opinion spam using 

features detection. They proposed an approach that 

deals with selecting subset features from many 

feature sets for the classifier to separate spam or 

ham. The two approaches utilized are cuckoo 

search, and hybrid improved binary particle swarm 

optimization (iBPSO), Naïve Bayes, and KNN 

classifiers that are helping in the classification 

process. These two approaches have been compared, 

and a hybrid search achieved a comparatively higher 

accuracy measure. However, this approach is solely 

dependent on feature selection.  

 

Moreover, Catal and Guldan [68] came 

up with supervised and unsupervised techniques to 

know by sight the spam review. There is a 

significant chance that spam reviewer is responsible 

for the content pollution in social media as many 

users have multiple login IDs. The researchers 

tackled that problem and utilized the most 

productive feature sets to structure their model. 

Semantic analysis is also unified in the detection 

process. In addition, some standard classifiers are 

applied on labeled datasets, and for unlabeled 

datasets, clustering is used after desired attributes. 

They worked with both labeled and unlabeled data 

along with a unigram model and achieved 86% 

results.  

 

Ott et al. [69] proposed a model to identify 

fraudulent consumer reviews using multiple 

classifiers in online shopping. The selected 

classification techniques were majority voted 

liblinear, libsvm, minimal sequential optimization, 

random forest, and J48. Then the evaluation was 

compared with other models, SVM technique with 

5-fold cross-validation to get 86% was accuracy.  

 

Rout et al. [70] explained that how semi-

supervised classifiers are used to detect online spam 

reviews using a dataset of hotel reviews. Dissimilar 

to other different kinds of spam [70] it is demanding 

to recognize an unreal opinion as it is needed to 

understand the contextual meaning to know the 

nature of the review. Supervised learning is 

conventionally used to detect fake reviews, but it 

also has some restrictions, such as assurance of the 

quality of reviews in the training dataset. Secondly, 

to train the classifier, it can be challenging to obtain 

the data because of the diverse nature of the online 

reviews. The limitations mentioned above can be 

overcome using a semi-supervised learning 

approach by unifying three new dimensions to the 

domain of the feature as in POS feature, Linguistic 

and Word Count Feature, and Sentimental Content 

features to get more significant results. A dataset of 

both positive and negative reviews has been used. 

They, however, achieved an 83% f-score.  

 

He et al. [71] introduced the rumors model 

and applied the text mining technique, and extracted 

three notable characteristics of the content of 

reviews such as noun/verb ratio, important attribute 

word, and a specific quantifier. Trip Advisor dataset 

was used, and results showed that the unique 

vocabulary, specific quantifiers, and nouns it 

contains, the more valuable and truthful the review 

is. Moreover, the results showed 71.4% F-measure, 

60% accuracy, 86% recall, and a fake evaluation 

value of 0.016952338. Meaning, higher the fake 

evaluation value, the more fake a review is. 

Deceptive opinions are more fictitious but sound 

real. People are hired by many businesses to write 

unjustified reviews about the products which are 

undistinguishable by the people.  

 

Therefore, Ott et al. [69] performed a test 

that gave the accuracy of 57.33% of three human 

judges, which made this research even more valid, 

significant, and pithy. However, it is hard to define 

the semantic perspective from the data. Significant 

donations of the paper are; firstly, to understand the 

semantic better, a document level review is 

represented. Secondly, multiple syntax features are 

http://amazon.com/
http://tripadvisor.com/
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used to make a feature combination to improve 

performance. Thirdly, domain-independent and 

domain migration experiments verify the SWNN 

and feature combination performance. Further, in 

the domain of neural networks, Goswami et 

al. [72] proposed a feature set by observing the 

user’s social interaction behavior to recognize 

reviewer hoaxes. They used a neural network to 

analyze the feature set and compare it with other 

contemporary feature set in detecting spam. Features 

include the number of friends, followers, and 

number of times a user has provided enough room to 

form a relationship between opinion spam and social 

interaction behavior. Aside from neural networks, 

most scholars focused on supervised learning 

techniques.  

 

Therefore, Brar and 

Sharma [73] proposed an approach that is used to 

analyze the review and reviewer-centric feature to 

detect fake reviews using the supervised learning 

technique. It provided comparatively better results 

than completely unsupervised learning techniques, 

mostly graph-based methods. A publically available 

large-scale and standard data set from a review 

site Yelp.com [74] has been considered here and has 

given more significant results. Furthermore, in the 

supervised learning domain, Elmurngi and 

Gherbi [75] analyzed the online reviews for movies 

using Sentiment Analysis (SA) methods and text 

classification for the sake of recognizing fake 

reviews. The scholars presented the classification of 

the movies review as positive or negative by using 

machine learning (ML) methods. The comparison 

between five individual ML classifiers, Naïve Bayes 

(NB), SVM, KNN- IBK, K*, and DT-J48, for 

sentiment analysis is made using two datasets that 

include movie review datasets V1.0 and movie 

review dataset V2.0.  

 

Some researchers also focused on different 

factors in determining fake reviews, such as Arjun 

Mukherjee et al. [76] pay attention to fake 

reviewers groups instead of individual reviews; 

therefore, they came up with the frequent itemset 

mining method to identify the groups. Furthermore, 

they built a labeled dataset of the reviewers’ group. 

The results showed that their methodology 

outperformed the standard classification techniques 

using the Kaggle dataset. In order to determine 

negative reviews on crowdsourcing platforms, 

Parisa et al. [77] observed the behavior of the 

reviews on these sites and observed the behavior of 

the reviews given. They indicated clues on the 

detection process of such manipulating reviews that 

are fake yet hiding in plain sight. However, this 

approach is risky because it relies on observations 

that may or may not be accurate.  

 

III. PROPOSED WORK 
In the first stage the data was gathered from 

the source, following that different pre-processing 

step was undertaken such as eliminating missing 

values, normalizing the cases and other text pre-

processing activities. Later, with the help of Tf-idf 

Vectorizer and count vectorizer feature extraction is 

performed. In the next process system is going to 

train the classification models on the training set and 

predict the outcomes on the test set. The 

classification approach requires a labelled dataset to 

train a model for the environment it is working on. 

The unavailability of the labelled dataset is a major 

limitation in the classification approach. To 

overcome the problem of the labelled dataset, we 

propose an unsupervised learning model combining 

long short-term memory (LSTM) networks and auto 

encoder (LSTM-auto encoder) to distinguish spam 

reviews from other real reviews.  

 

4.2 Proposed Method 
The system learns the sequences of words 

and sentences exist in the review. The LSTM 

autoencoder has been used for this purpose. The 

reason behind using an LSTM autoencoder is it 

preserves the long sequences exist in the reviews. 

The loss between the input and output of LSTM 

autoencoder is taken as a feature to identify the real 

and spam review.  

For each review Ii (i1, i2, …, it ), the actual 

and predicted output can be represented as Ii (i1, i2, 

…, it ) and Oi (o1, o2, …, ot ) respectively. Using 

the Mean Square Error (MSE), the reconstruction 

loss (Rloss) for the review Ii can be evaluated as: 

Rloss = Oi − Ii 

 Once the reconstruction loss is calculated 

between the input Ii and output Oi of LSTM 

autoencoder, the loss is compared with a threshold, 

to fnd whether the review is fake or real.. The 

reconstruction loss obtained from autoencoder is 

passed which grouped each review into either a real 

or a spam review. These predicted labels are then 

compared with the actual labels of reviews to find 

the overall accuracy of the model. The basic 1 layer 

LSTM network is shown below: 

http://yelp.com/
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Figure 4.2: 1 Layer LSTM Network 

 

LSTM is a type of the Recurrent Neural Network structure which has recently enhanced the design of 

RNNs. 

LSTM solves vanishing gradient points by 

substituting the self-linked hidden layers with 

memory units. The memory units are utilized for 

storing long-range information of input data when 

processing. The process of data handling can take 

place in forward direction. This disregards backward 

production, so it reduces the performance of the 

system.

  

 
Figure 4.3: Bi-LSTM diagram 

 

4.3 Proposed Algorithm 
Steps in proposed systems are as follows: 

 

1. Importing the important libraries and reading the 

dataset, which contains reviews about different 

hotels. 

2. Dropping the column hotel name, polarity and 

source. 

3. Apply the label encoder to encode the dataset 

column deceptive. 

4. Applying the pre-processing techniques. 

Following techniques are used as a pre-processing 

model:   

  A) Removing the special characters and symbols. 

  B) Remove the digits with hash (#) Symbols. 

Adding for efficient pre-processing. 

  C) Apply some string processing steps. 

  D) Apply lambda function for cleaning data. 

  E) Apply Count Vectorizer and TF-IDF Vectorizer. 

5. Apply Feature Extraction Techniques. 

6. Split the dataset into train set and testset. 

7. After splitting apply pad sequencing to train data 

and test data. 

8. Apply Glove Embedding for word-word co-

occurrence. 

9. Create a vector space for embedding size of 100 

words. 

10. Apply Soft Attention model of LSTM. 

11. Train the LSTM model using training dataset. 

For training the model we select Epoch size= 15 and 

Batch size =32.  

12. After training, the model is evaluated and results 

are calculated. The accuracy of proposed model is 

found to be highest. 

 

 

 

 

 

 



 

      

International Journal of Advances in Engineering and Management (IJAEM) 

Volume 5, Issue 1 Jan. 2023,   pp: 731-737 www.ijaem.net    ISSN: 2395-5252 

 

 

 

 

DOI: 10.35629/5252-0501731737       |Impact Factorvalue 6.18| ISO 9001: 2008 Certified Journal     Page 736 

IV. RESULTS AND CONCLUSION 
Table below shows the results of proposed and all Base Classifiers in terms of accuracy. 

Algorithms Accuracy 

(%) 

Multinomial Naive Bayes 85.25 

Gaussian Naive Bayes 71.25 

Decision Tree 65.75 

Support Vector Machine 84.75 

KNN 57.00 

Stochastic Gradient 

Descendent 

82.25 

Logistic Regression 85.25 

Proposed LSTM Model 96.50 

Table 6.1: Comparisons of Accuracy for Existing and proposed models. 

 

Chart for showing accuracy comparison in various methods are as follows: 

 
 

In many online sites, there are options for 

posting reviews, and creating scopes for fake paid 

reviews or untruthful reviews. These reviews can 

mislead the general public and put them in a 

situation to believe the review or not. Machine 

learning techniques have been introduced to solve 

the problem of spam review detection.  

Much current research has focused on 

supervised learning methods, which require labeled 

data - an inadequacy when it comes to online 

review. Our work in this thesis is to detect any 

deceptive text reviews. In order to achieve that we 

have worked with labeled data and proposed deep 

learning methods for spam review detection which 

includes Long Short-Term Memory (LSTM).  

We have also applied some basic machine 

learning classifiers such as Nave Bayes (NB), K 

Nearest Neighbor (KNN) and Support Vector 

Machine (SVM) to detect spam reviews and finally, 

we have shown the performance comparison for 

both traditional and deep learning classifiers. 
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